Dispatch Problem of Automated Guided
Vehicles for Serving Tandem Lift
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New quay cranes (QCs) have been designed to increase terminal pro-
ductivity by lifting more containers simultaneously. But QC produc-
tivity relies on efficient cooperation with the vehicles carrying the
containers. This paper investigates the synchronization scheduling
problem between the automated guided vehicles and these new QCs.
The problem is formulated as a mixed integer linear programming
model. Because of the problem’s complexity, a heuristic dispatch rule
is proposed for practical purposes. Then, to balance the computation
time and the quality of the solution, a neighborhood search method is
designed by investigating the working sequences of automated guided
vehicles. Numerical experiments show that both heuristics obtain good
solutions within extremely short times and that the neighborhood search
method generally performs better in relation to the objective value.
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hus, the two AGVs dispatched to serve a QC may travel
ifferent yard blocks during the loading process or to different
ard blocks during the unloading process. If two AGVs are simply
fixed as a group, the problem would degrade to the traditional AGV-
dispatching problem in terminals. However, it would result in less
flexibility in the dispatch and reduce the efficiency of AGVs. Today,
AGYV dispatching in container terminals follows some simple rules,
such as first come, first served; the nearest-vehicle rule; and so on.
In some cases, especially when unexpected events or accidents
happen, vehicle dispatch follows the operator’s commands.

The rest of this paper is organized as follows. The next section offers
a literature review of the AGV-dispatching problem in container termi-
nals. Then the problem statement and the mathematical model of the
problem are introduced. Next, three solution methods are described
and numerical experiments performed. Conclusions close the paper.

LITERATURE REVIEW

The objective of most transportation optimization in a terminal is
to maximize the terminal’s throughput or minimize the ship’s turn-
around time through optimization of the delivery schedule of AGVs.

Vis et al. (4) developed a minimum flow algorithm to determine
the number of AGVs required at a semiautomated container ter-
minal. Liu et al. (5) discussed, with simulations, the relationship
between the number of AGVs and the terminal’s layout. Duinkerken
and Ottjes (6) developed a simulation to determine the sensitivity
concerning a number of parameters like the number of AGVs, maxi-
mum AGYV speed, and so on. Vis and Harika (7) pointed out how the
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FIGURE 1 Layout of Container Terminal, Altenwerder, Hamburg,
Germany. (Source: http://www.hhla.de/de/Geschaeftsfelder/HHLA_
Container/Altenwerder_(CTA)/Daten_und_Fakten.jsp.)

design of the terminal and technical aspects of QCs affect the number
of vehicles required and the choice for a certain type of equipment.
The dispatching and routing problem of AGVs can be formulated
by a mixed integer program (MIP) model. Kim and Bae (8) sug-
gested a network-based MIP model for AGV dispatching and pro-
vided a heuristic algorithm to minimize the total idle time of a QC
resulting from the late arrivals of AGVs. Choi and Tcha (9) proposed
an approach based on column generation to solve the vehicle rout-
ing problem. In this approach, the feasible columns are generated
by emulating dynamic programming schemes, and the experiment
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heuristic was also proposed for real application. Briskorn et al. (/4)
solved the assignment of jobs to AGVs both with a heuristic based on
the greedy-priority rule and with an exact algorithm. They formulated
the assignment without due times and solved it on the basis of a rough
analogy to inventory management, avoiding the estimates of driv-
ing times, completion times, due times, and tardiness. Homayouni
et al. (/5) solved the integrated scheduling of QCs and AGVs by
using a simulated-annealing algorithm. They investigated the effects
of initial temperature and the number of trials on the algorithm and
compared the results from the simulated-annealing algorithm with
ones from the mixed integer linear programming (MILP) mode.
However, the QCs discussed in all those papers were limited to
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HEMATI %DELS AND METHODOLOGY

For this problenffaa¢’40-ft container or two 20-ft containers hoisted

byaQ Itaneously are viewed as one unit, and each container
or aifls two such units. The terminal layout used in this
is a typical ACT layout with cross-lane AGV paths (Figure 3).

)
roblem and Objective

its original position and dropping it off at its destination. For any

patching decisions through communicatiQ@ b elated vehigl

and machines for matching multiple tasks®w Itiple vehic

Their method takes into account future e®@nts, and its perfo is AGVs conduct only two kinds of tasks: picking up a container from
0

a flexible-priority rule for dispatchi
formulation was develope

small problems. A hybrid &

a
etal. (12, ]3)&
iload AGVs, n
S

andes of
with a

FIGURE 2 Containers on (a) AGV and (b) tandem-lift QC.

task conducted at the QC’s side, the QC has a preplanned start time,
which is controlled by the QC’s working schedule. If the AGV
arrives later than the QC, the QC has to wait and, as a result, such
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FIGURE 3 ACT layout for cross-lane AGV paths.
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MILP Formulation

A MILP formulation js,pro 1n this paper to describe the AGV
dispatch problem. Bec@use are similar to the classic vehicle
routing problem,most proppsed MILP models share similar struc-
problem, besides the known flow constraints
99 additional time constraints are needed for
because it cannot start until both AGVs have
odel, the whole layout is viewed as a network. The
ed as the nodes, and the guide paths are the arcs in

. The notations needed for the formulation follow:

V = set of all AGVs pooled to serve the QCs;

C = set of all containers needed to be discharged or loaded
during planning horizon;

Q = set of all QCs discharging or loading containers;

= set 0; a;l yard cranes in stack area;
@GV picks up container ¢ at QC or yard crane;
GV drops off container ¢ at QC or yard crane;
= {pick,, pick,, ..

., pick.}, ¢ € C = set of all pickup

tasks;

= {drop,, drop,, . . ., drop.}, ¢ € C = set of all drop-off
tasks;

T = P U D =set of all tasks, including pickup and drop-off
tasks;

S =T u 0, where 0 is dummy start task for each AGV;

E =T u 0, where e is dummy end task for each AGV;
ick_, if loc ., € . .

qt(c) = {zropcc, » locl: :‘p EQQ = quay-side task of container c;
ick , if loc., € . .

yt(c) = PIck. L Pk Q_ yard-side task of container c;
drop,, if loc,,, €Q

QT = {qt(1), qt(2), . .., qt(c), . . .}, c € C=set of all quay-
side tasks;

YT = {yt(1), yt(2), ..., yt(c), . . .}, c € C=set of all yard-
side tasks;

twin(c) = container hoisted simultaneously with container c,
ce C;and

prege = qt(c)’s predecessor in QC’s working sequence, ¢ € C.

Parameters
dis(i, j) = distance AGV needs to travel from node i to node j, i,
jeN;
h = time crane needs to load or unload container onto or from
AGV; and

cycle = interval in QC’s working sequence decided by its
working speed.
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Variables

X; ; = binary variable =1 if AGV v is dispatched to complete the
task j immediately after completing task i, i € S, j € E;
start; = start time of task i, i € §;
arrive; = time AGV arrives at node where task i is, i € S;
leave; = time AGV leaves after completion of task i, i € §; and
ready; = ready time of a quay-side task i, i € QT.

Formulation of MILP

Objective:
min z start, — ready, (€Y
ieQT
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0 Vye Vs jeT  ©
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start, > ready, V% 12)
Start in() 5 VeeC 13)
leav YiePuD (14)
ready, = e, T CYClE Vie QT 15)
leave, =0 (16)
arrive, =2 0 YiePuD a7
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leave, = 0 VYiePuD (18)
start, > 0 VYiePuD 19)
ready, =2 0 VieQT (20)

The objective in Equation 1 is to minimize the total idle time of
all quay-side tasks, which is also the idle time of all QCs during
the planning horizon. The constraints in Equations 2 and 3 assign a
dummy start and a dummy end task to each AGV. Equations 4 and 5
ensure that each task is assigned once and only once. The constraa
in Equation 6 is the flow balance consgraint, and the one in E@
tion 7 ensures that the AGV pickin Q
to the destination node. The co i
an AGV’s arrival time when % ‘
equals its leave time fro &Sk plus the tzaye glbetween
these two tasks’ 1 ns % conStraint i n 10 defines
that, for each co i, fthe drop-off taslefor tha#Container can-
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tion 11 repré§gnts that each task start e AGV’s arrival. The
constraintg tion 12 ensur L those quay-side tasks,
their act tWE€ earlier'than the AGV’s ready
ensures that, for the quay-side
two containers in the same container

@ation 14 defines that the leave time

container has to de

tim
task§y, thestart times of t

et apart by at | time required for the QC to perform all nec-
essary @nents. Equation 16 sets the leave time from Dummy
i

% p Must be the same. Eq

tron¥ a task equals L%I‘t time plus the handle time. Equation 15

@nsures that tw@ ive tasks served by the same QC must be
S

Ta,
(610)

nstraints in Equations 17 through 20 are nonnegative

ispatch Rule

Because of the complexity of the problem, it is impossible to obtain an
optimal solution by solving the MILP model. Therefore two heuristic
methods are proposed to solve the problem. The first is a two-phased
dispatch rule and the second a neighborhood search method.

Ina QC’s working schedule, a precedence relationship exists among
those containers. A container group cannot start to be unloaded—loaded
until all the container groups before it in the QC’s working sequence
have been discharged—loaded. The basic idea for this dispatch rule is
to minimize the total lateness by assigning the most prioritized avail-
able containers to the AGVs whose delivery of them generates the
least lateness overall. The names and definitions of the four indices
involved in the rule are as follows:

® Penalty index (P;}") represents the QC’s idle time when AGV i
and j are dispatched to transport containers m and n.

P = start, ) —ready,,) = start,,, —ready,,

m,neC,i, jeV (21)

® Waiting index (W/}") represents the two AGVs’ waiting time
if they arrive before the QC is ready to load—unload containers
from—onto them. When the AGVs wait for a QC, it is likely to cause
congestion under the crane, and their idling at one QC may result
in causing another QC to wait for the AGVs’ arrival. Therefore, the
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TABLE 1 Comparison Criteria in First Phase TABLE 2 Comparison Criteria in Second Phase
Order Index Favored Value Reason Order Index  Favored Value  Reason

P" Small QC’s idle time is smaller. 1 P" Large QC’s idle time must be equal to or

wpe Small AGV’s idle time is smaller. larger than P;5" when it discharges—

o , , . . loads container m and n. Any other
3 Al Small AGV'’s, QC’s, or both idle times assignment must result in larger
are smaller. idle time.
Wi Small AGV’s idle time is smaller.
3 Al Small AGV’s, QC’s, or both idle times are

reduction of AGVs’ idle time is also helpful to the minimization of smaller.
QC’s idle time. 4 o Small

wrt = max{O, max(arriveq|(m), arriveq(<,l))—readyq|(m)}

mneC,i,jeV (22)

e Arrival index (A;}") represents the gap between the arrival
times of AGV i and j when they are dispatched to pick up or drop
oft containers m and n. The reason for comparing this index is the
same as for the waiting time index.

Al = [arive, ) —amive,,|  m,neC,i, jeV (23)
e Layer index (L™") represents a container group’s order in the

QC’s working sequence. If a container group is the ith one in a QC’s
working sequence, then its L is i.
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terion i trated in Table 2 in the same way as in Table 1. But in

th pliase, the order of each index is not unchanged all the
ti f& ore more solutions, the orders of the four indices are
chal and each set of different indices’ orders is allowed to be
egy. For example, Strategy P-W-A-L means that index P/}"
the most important one, W;}" is the second-most important one,
nd so on. Similarly, Strategy P-A-W-L means that index P;}" is the
most important one, A/;" is the second important one, and so on.
Therefore, in the second phase, the available container groups’ pri-
orities are measured in accordance with different strategies. Among
all the solutions generated from strategies, the best one is taken as
the final solution.

Now, the method with the QCs’ working sequences will be intro-
duced in Table 3. The two numbers in one cell represent the two con-
tainers discharged—loaded simultaneously by the QC. Assume that,
in the last round of the assignment, AGVs 1 through 4 are dispatched
to Containers 7, 8, 3, and 4, respectively. For AGV 1, its current posi-
tion is 10Cyp7, and the moment that it finishes dropping off Con-
tainer 7 and is ready for the next task is leaveypz) = Startys) + 1 +
dis(10Cick7), 10Cqrop7)) + A In the same way, the current positions of
AGVs 1 through 4 and the times they finish delivering Containers 7,
8, 3, and 4 can be obtained.

TABLE 3 Working Sequences for GC1 and GC2

Order 1 2 3 4

QC1 1,2(U)
QC2 5, 6(U)

3,4(U)
7, 8(U)

9, 10(L)
11, 12(L)

13, 14(L)
15, 16(L)

Norte: U represents that the container group will be unloaded by
the QC from the vessel. L represents that the container group will
be loaded by the QC to the vessel.
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Tasks of Vehicle 3

Neighborhood Search Tasks of Vehicle 4

= =
L w

In the first phase, any two AGV's for container groups (9, 10) and Column 1 Column 2 Column 3
(11, 12) are combined and the best combs for each of them are deter-
mined. From the criteria in the first phase, the best comb for (9, 10) If """ ! {‘ """ ! ]f """ !
is AGVs 3 and 4 and the best one for (11, 12) is AGVs 4 and 3. Next, Tasks of Vehicle 1 ! E ! ! ! ! !
the priorities of these two container groups are compared in the ! ! /{/ : ‘,,’/ :
second phase by gsing StlTate.gy P-W-A-L. Because P3;°=5> P/} Tasks of Vehicle 2 | ! ya : // ! IE' :
=3, (9, 10) has higher priority than (11, 12) and AGVs 3 and 4 are ! ! // y AN !
dispatched to deliver Containers 9 and 10. As a result, the available ! ! //‘ //} L/ ! :
container groups in the next round should be (11, 12) and (13, 14). ./1'/ ‘,./ { v ! !
S
an I
I 1 1
I I |
I 1
| I
I
I
I

To obtain a better solution, another heuristic approach is proposed
to solve the problem. The practical advantage of such a heuristic

method is that it can solve optimization problems to near-optimal Tasks of Vehicle 5
within an acceptable time. Generally, the approach starts with an
initial solution and then searches for a better solution within its Tasks of Vehicle 6 n‘;‘t ! O

predefined neighborhood. On the basis of evaluation, each new
neighbor could be either accepted or rejected. For such a method,

the results largely lie in the design of neighborhoods and search- \

I
I

ing strategies. The neighborhood search method is a classic and
effective heuristic algorithm. Although it has been widely applied

|
« &n Change
to many vehicle routing problems, it has not been used in solving acolumn Change
an AGV dispatching problem combined with tandem-lift QCs, to
the best of the authors’ knowledge. The proposed method does not @ Example Qtrac

. . mn and intercolumn exchanges.
reflect only the characteristics of this problem but also helps speed E

up the search process.
The main idea of the proposed neighborhood search is to flist
e
efis
an

restrict the candidate solution within a small neighborhood only between two adjacent columns. Among all the new solu-

generate more candidates by enlarging the neighborhg tions, t ising ones are filtered, and more possible improve-
no improvement within the neighborhood. A feasj @ t megiis tigated by exchanging every container within the
be viewed as a matrix of containers. The containe a row rep- sd n (intracolumn exchange). The filter criterion is higher
resent the containers delivered by the same AGV, and¥he column fir® If no improvement occurs, the neighborhood is extended
where a container resides represents the ogder, ich the conta'glﬂ wering the filter criterion. The iteration process is illustrated
is delivered. The proposed neighborhood®se: composed 1\ Table 4.

With a feasible solution, th lumn excha - vent redoing of these changes. For each candidate, only the last
ducted by exchanging ev o ith ano? 100 changes in the taboo list are saved with those before them being
the same column. One cAEnOt discarded. In addition, the initial solutions are chosen by the worst
containers require deli i ones among the feasible solutions obtained from the priority rules
they are delivered byWiffe

introduced earlier. The whole flow of the neighborhood search is
Thus, the intev

two categories: intracolumn exchange @hd intercolumn gxchghge Moreover, during each step of iteration, the changes in every
(Figure 5). & candidate solution are recorded and saved in a taboo list to pre-
cr

w

illustrated in Table 4.

ocess of Neighborhood Search

Description
Mitial solution Feasible solutions obtained from priority-rules.
Step 1 Apply intercolumn neighborhood search between any two neighbored columns.
Save all qualified solutions as candidates.
Step 2 For the candidates from Step 1
2.1 Select the higher-quality candidates.

Perform the intracolumn exchange.
If there is any improvement in objective value, the solutions are updated.
22 Otherwise, enlarge the search space by adding those lower-quality candidates
from Step 1 and perform the intracolumn exchange to them.
If there is still not any improvement, use the solutions from Step 2.1 for the
next round of intercolumn exchanges.

Step 3 End the whole process after a predefined number of intercolumn exchanges.
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NUMERICAL EXPERIMENTS

In this part, the problem is solved with the three methods introduced
earlier. On the basis of the problem size, the experiments can be
divided into three categories: small (S), medium (M), and large (L).
Each of them contains 10 test cases. The containers’ storage plans are
generated randomly in the C++ program. By considering the layout
and the AGVs’ speed variation in different terminals, the parameters
are set on the basis of published papers (3, 7, 20):

® The average operation speed of a tandem-lift QC is about
60 moves per hour.

® The speed of the AGVs is about 6 m/s.

® The distance between adjacent cranes is 90 m.

e The number of AGVs is different in different scenarios.

To simplify the problem, all distances are set to be normalized at
one time unit (measured in AGV travel time) for a trip between two
adjacent working stations, and the cycle times of QCs are normal-
ized at four time units. In each experiment, the storage position of
each container on the ship and storage block, as well as the QCs’
working schedule, are randomly generated.

TABLE 5 Computational Results from Three Methods

85

The MILP model was formulated and solved by using optimiza-
tion programming language and the commercial optimization solver
CPLEX, version 12.1. The two heuristic methods were coded in
C++. All computations were conducted on a personal computer
with a 2.66-GHz-2.66-GHz Intel Core 2 Quad CPU on a Microsoft
Windows platform and a 4.00-GB RAM.

Table 5 shows the computation results for the proposed three
methods. They can be compared in the following two main respects:
objective value and computation time.

Cg@

Objective Value

Optimal solutions can be found for a small prolglendg, Fo
medium and large ones, the CP. ver Bannot obtgimhe
shic

solution even after running 4@ e results from rovide
a benchmark for th, @ thods. T n Table 5
show that, except ase (16_4_5 tic results are
as good as or bette! best integer @ ﬁs found by CPLEX.

ood search dfalways performs better
e possible reasons for

In addition, neig
than the di; rule, with one e jO
this perf ay inc zth a) he @ispatch rule is myopic

MILP Model
Solved by CPLEX igh od Search Dispatch Rule

Method Case Number BI " ime_F Gapl Obj2 Gap2
S 16_4_1 133.86 0.00 36 0.00
16_4 2 439.42 0.00 35 2.94
16_4_3 197.81 0.00 30 0.00
16_4_4 95.97 0.00 29 0.00
* 481.5 2.78 36 0.00
1 12.95 0.00 36 0.00
* 466.247 0.00 34 3.03
1 48.93 0.00 32 0.00
* 460.22 0.00 32 0.00
85.1 0.00 33 0.00
473.07 0.00 22 0.00
467.97 0.00 19 0.00
470.12 —7.69 24 -7.69
833.99 -20.00 21 -16.00
1,030.7 -7.14 28 0.00
319.89 —4.17 24 0.00
484.73 0.00 20 0.00
755.49 -8.11 35 -5.41
805.33 -7.14 26 —7.14
393.1 0.00 20 0.00
1,755.11 -29.63 38 -29.63
2,369.1 -32.79 47 -22.95
3,039.8 -29.09 39 -29.09
3,732.48 —71.58 54 —71.58
2,127.74 -30.51 47 -20.34
2,486.98 -34.92 45 -28.57
2,745.89 -57.50 34 -57.50
1,714.79 -15.22 47 2.17
3,802.41 —-15.69 50 -1.96
1,985.34 -19.15 42 -10.64

NotE: Bl represents the best integer solution found by CPLEX. For the M and L test cases, the “—" in the column for time represents

the computation time as 10 h. The computation time of dispatch rule is only a few seconds, so it is not listed in the table. Time_B is the
time when the neighborhood search finds the best solution. Time_F is the time when the neighborhood search finishes the whole search
process. Objl = objective value obtained from neighborhood search; Obj2 = objective value obtained from dispatch rule; Gapl = 100% *

(Obj1 — BI/BI; Gap2 = 100% * (Obj2 — BI)/BL
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and only makes the best decision on the basis of the current situation,
and (b) when one strategy is executed in the priority measurement,
all the containers are measured with it without change. The dispatch
rule ignores the possibility that, for some measurements, a different
strategy could generate a better result for the whole problem. How-
ever, comparison of all the priority strategies in every measurement
is impossible within reasonable computation time. Compared with
the dispatch rule, the neighborhood search method overcomes these
disadvantages by exchanging AGVs’ working sequences according
to several principles. The reason for this is that the generation of new
solutions equals the application of different priority strategies or the
knowledge of future events in decision making.

Computation Time

Obviously, MILP is the most time-consuming method, and the
priority-based dispatch rule is the fastest method. The computation
time of neighborhood search is much shorter than that of the MILP
but longer than the dispatch rule. By a comparison of Time_B and
Time_F in the neighborhood search method, some redundancy in
computation time can be uncovered, but solutions of higher quality
must be obtained. Sometimes changing one container in an AGV’s
working sequence cannot improve the solution. When that change
is combined with another change, the objective value would be
improved. If the process is ended too early or the solutions are fil-

would be lost. However, if too many solutions are kept at every st
of iteration, the computation time would dramatically increase

keep a balance between computation time and the objectiv, e
the whole search process is ended when no improve, oQélirs
to 20%

the objective value after three consecutive iterati P

tered too strictly, those solutions with the possibility of improvement %
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